冷冻电镜数据处理系统
1、4U机架式（8卡平台）
2、 CPU：2*AMD EPYC7773X/主频2.2G/睿频35G/64核/128线程/768M /280W/
3、 硬盘：1*1.92TB 企业级SSD 
4、 内存：16*64G ECC REG DDR4, 3200MHz
5、 显卡:  8*NVIDIA·RTX·4090·24G
6、 阵列卡：1*LSI MegaRAID SAS 9361-8i/8口/1GB/12Gb
7、 网卡：四口万兆光纤加多模模块
8、 GPU散热：1*GPU散热模组-S-y
9、 配置SMP和SCM云平台管理软件
10、 高性能、高密度的特点，支持AMD EPYC™ 7003 Series，支持32根内存插槽，支持DDR4-3200MHz内存，可扩展至8TB内存，前置支持8个3.5”SAS/SATA硬盘位(其中4个支持NVMe)；可作为GPU计算集群超高密度、高性能的节点平台；2个USB 3.2接口；2200W(2+2)铂金级冗余电源；440mm*175.6mm*800mm；3年质保服务;
11、 设备可支持人工智能管理软件，软件功能如下：
1)资源虚拟化：采用轻量级容器虚拟化技术，实现对CPU、内存、磁盘等资源的虚拟化和统一管理。针对人工智能领域的特定需求，提供GPU等异构计算资源管理接口，实现对GPU等异构计算资源的虚拟化统一管理，支持为容器以直通方式挂载GPU等异构计算资源；
2)算法开发：平台整合Jupyter、VSCode功能，用户访问增加权限控制，支持vnc功能，用户可以在平台上直接访问容器桌面环境，支持TensorBoard，支持RDMA，为保证安全性，其中远程桌面、Jupyter、TensorBoard、VSCode支持端口号和密码设置，提供功能截图证明；
3）底层使用非k8s或非基于k8s等开源调度系统二次开发，避免k8s中pod因内存或硬盘超过配额限制而重启的问题；
4）为保证GPU服务器集群运行的稳定兼容性，所集成功能软件或模块必须与服务器同品牌，提供第三方评测机构的测试报告或者产品登记检测报告复印件证明。
技术服务要求:
1.-设备安装调试:· 在买方指定的地点完成安装调试,并配合买方进行测试验收“
2.质保期验收合格日起 36 个月
3.维修响应时间:· 接到维修通知后，12 小时内做出响应，24 小时内到达现场排除故障“
4.交货地点:用户指定地点
